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Executive Summary  
 

The purpose of this project was to employ satellite data into the State Implementation Plan 
(SIP) modeling process, in which emission reduction strategies are defined to reduce air 
pollution levels to meet National Ambient Air Quality Standards (NAAQS). Across the country 
tens of billions of dollars in emission controls depend on this modeling process. The focus of the 
project was to use satellite data to improve the simulation of the physical atmosphere in which 
emission reduction scenarios are evaluated. Errors in specification of atmospheric physical 
variables such as temperature, winds, photochemical production rates and mixing heights can 
alter the efficiency and efficacy of emission control strategies. A series of benchmark 
experiments were made to determine the impact of satellite data in the modeling system. 

Techniques for using satellite data to specify photolysis rates in photochemical models were  
incorporated into models used by state governments in the SIP process The technique was 
incorporated into EPA’s Community Multi-scale Air Quality (CMAQ) System and was made 
part of EPA’s December 2008 official release of CMAQ version 4.7 to the air quality 
community. Additionally, the State of Texas incorporated the technique into their CAMX SIP 
model. Clouds have a major impact on photolysis rates which are a first order parameter in 
determining photochemical production rates in models. Baseline runs under this activity showed 
that incorporating the satellite data improved the photolysis rates and changed ozone levels in the 
model by up to 70 ppb.  
 
Additionally, techniques that used satellite data to improve temperature and mixing height 
calculations in the SIP model were tested in benchmark studies. The results showed that satellite 
adjustment in surface moisture and heat capacity improved the prediction of temperature 
compared both to high resolution satellite data and National Weather Service data. Comparisons 
of special aircraft mixed layer height predictions using satellite data showed that improved 
performance compared to the baseline case without satellite data. 
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I.  Introduction  
 

In 2006, NASA’s Applied Sciences Program funded the University of Alabama in Huntsville 
(UAH), in collaboration with the Universities Space Research Association (USRA), on a project 
entitled Use of Satellite Data to Improve the Physical Atmosphere in SIP Decision Making 
Models.  The decision making system (DMS) used in this project was a coupled modeling system 
comprising a mesoscale meteorological model and a photochemical model.  In various stages of 
the project, either the Mesoscale Model Version 5 (MM5) or the Weather Research and 
Forecasting (WRF) mesoscale model was used.  MM5 is a mesoscale atmospheric model 
developed at Pennsylvania State University, while WRF is a fairly recent derivative of MM5.  
The air chemistry model used here is Community Multiscale Air Quality (CMAQ), developed by 
EPA.  The coupled modeling system, described in more detail in section III, is typical of the SIP 
systems now used by states.   

The project was conducted in partnership with U.S. Environmental Protection Agency 
(EPA)’s Atmospheric Modeling Division (AMD) at the National Environmental Research 
Laboratory (NERL) in Research Triangle Park, NC. AMD/NERL was the original designer and 
builder of CMAQ.  This project resulted in the transfer of satellite assimilation and retrieval 
techniques developed over the last two decades under NASA sponsorship into the MM5/CMAQ 
system. The physical products used for data assimilation and model validation include: 

• Surface albedo from Geostationary Operational Environmental Satellites (GOES)  
• MODIS derived land surface emissivity 
• GOES land surface temperature (LST) 
• Heat capacity derived from GOES LST 
• Insolation from GOES 
• GOES satellite data (cloud top pressure, temperature and albedo) used to determine 

photolysis rates 

The benchmarking phase of the project was based on testing MM5/CMAQ model 
performance with and without the satellite products. The model comparisons were made against 
standard National Weather Service (NWS) observations, the Texas Air Quality Study 2000 
(TexAQS2000) special field program data set as well as GOES and Moderate Resolution 
Imaging Spectroradiometer (MODIS) satellite skin temperature products. 

 

II.  Definition of Problem  
 

The nation’s air pollution control program under the Clean Air Act (CAA) is built around the 
development of State Implementation Plans (SIPs), which define specific emission reduction 
strategies for meeting the NAAQS.  States usually identify time periods called "design days" in 
which observed air quality levels exceed the NAAQS by the largest margins.  These periods are 
used to test whether sets of emission reductions will concomitantly reduce ambient air quality 
levels to meet the NAAQS.  The evaluation process begins with a demonstration that the models 
are able to replicate the design day by reasonably simulating the observed air pollution levels.  
Next, the models must demonstrate that industry-specific emission reductions result in 



 9

compliance with the NAAQS.  Without these demonstrations a SIP will not be approved.  The 
cumulative costs of implementing individual SIP control strategies amount to billions of dollars 
for states and industry.  The efficacy and efficiency of control strategies are a major 
consideration in determining whether they will be adopted by states and implemented by the 
affected industries without litigation.  Comparison of model performance to physical and air 
quality observations is a major factor in building the confidence of the regulating and regulated 
communities. 

This project focused on models used to estimate concentrations of ozone and fine particulate 
matter (PM2.5) - two of the most complex and pervasive air pollutants in terms of non-attainment 
of NAAQS.  In the past, simple proportional rollback models were used to test strategies and 
demonstrate compliance.  Today all states use full photochemical models for this purpose.  There 
are several EPA-approved decision-making models.  These models have a number of 
characteristics in common.  All have an emissions processor that converts emission inventory 
and ancillary data to gridded emissions.  All have a meteorological or physical model that 
produces wind fields, temperature, and turbulent information.  These models are often special 
forms of general mesoscale models such as MM5 that can carry out continuous data assimilation.  
The models also have a photochemical transformation and transport component.  The output 
from the meteorological model is used in both the emissions processor and the photochemical 
transport model. 

The meteorological and chemical models are run for the design days including a preceding 
spin-up period.  The meteorological model is used to re-create atmosphere properties such as 
temperature, which impacts chemical kinetics and emissions, wind speed and wind direction, and 
mixing heights.  The chemical model is used to simulate air quality and to test whether emission 
reductions will reduce air pollution levels below the NAAQS. Currently MM5 is one of the most 
widely-used meteorological models in SIP and air quality research.  The atmosphere simulated 
by the model is important not only because it is needed to make photochemical predictions but 
also because any errors it contains can alter the impact of controls.   

 

III. Description of Baseline System 
 

There are several different modeling systems that have been used in the SIP modeling 
process. These have been developed by states, private industry and with support by the U.S. 
EPA. Examples of these models are CAMX, UAM and RADM. In general these modeling 
systems have three major components: 

(1) a meteorological model that attempts to re-create the physical atmosphere for the 
design period;  

(2) an emissions processor that uses inventories of point source emissions, transportation 
information, land use data and meteorological information to provide gridded and 
temporal information on anthropogenic and natural emissions; 

(3) a chemical transport model that calculates transport, transformation and deposition of   
dozens of from chemical species.  
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EPA itself developed an air quality modeling system at the National Environmental Research 
Laboratory (NERL) in North Carolina. This system, referred to as CMAQ, was designed to be a 
community model in that it could be run and modified by the air quality community. Because of 
its openness and documentation in the air quality community this was the model chosen for this 
NASA Applications Benchmark activity. In fact, as mentioned above the lead developers of this 
model at NERL were one of the applied partners in this activity.  

Meteorological Model: The meteorological model most widely used in CMAQ is the MM5 
(Grell et al. 1994; Dudhia and Bresch 2002) which was developed from a Pennsylvania State 
University mesoscale model in the early 1970's (Anthes and Warner 1978) and is used to 
simulate local and synoptic scale meteorological conditions prevalent during the period of 
interest.  The MM series of models was adopted by the National Center for Atmospheric 
Research (NCAR) as a community model. Since inception, the MM series of models culminating 
with MM5 has undergone many changes designed to broaden its usage. These include (1) a 
multiple-nest capability; (2) non-hydrostatic dynamics that allow the model to be used at a scale 
of approximately 4 km; (3) multi-tasking capability on shared and distributed-memory machines; 
(4) four-dimensional data assimilation (FDDA) capability, and (5) multiple physics options 
(http://box.mmm.ucar.edu/mm5).  Required data inputs include topography and land cover/land 
use (LULC) data, gridded atmospheric fields of sea-level pressure, wind, temperature, relative 
humidity and geopotential height at defined pressure levels, and observation data including 
soundings and surface reports.  LULC is used as input directly to MM5 to provide surface 
boundary conditions such as albedo, soil moisture availability, surface roughness and canopy 
height.  It is a critical element in MM5 because of its influence on surface fluxes and 
consequently boundary layer states. 

Like any other prognostic meteorological model, MM5 requires a significant amount of 
terrestrial (i.e., topography, LULC) and atmospheric data (e.g., gridded analysis fields that 
include at a minimum sea level pressure, wind, temperature, relative humidity, and observations 
that contain soundings and surface reports).  In this modeling project surface elevation, LULC, 
soil type, and other terrestrial datasets from United States Geological Survey (USGS); NCEP 
ETA gridded analysis data at 40-km resolution archived at 3-hour intervals available at 
http://dss.ucar.edu/datasets/ds609.2; surface (land and ship) and upper air observational data 
archived at 3 and 6-hour intervals available at http://dss.ucar.edu/datasets/ds464.0; and hourly 
surface observations for over 1,000 stations in U.S. and Canada available at 
http://dss.ucar.edu/datasets/ds472.0 were utilized. 

While MM5 has been the preferred meteorological model for use with the CMAQ system, 
the development and support of MM5 as a community model has been discontinued. In its place 
is the Weather Research and Forecast (WRF) model which is a joint undertaking of NOAA and 
NCAR. While it may take several years for the WRF model to be embraced by the air quality 
regulatory community, WRF is now being run by EPA NERL in test modes. Thus, we have 
started a transition of the satellite tools to the WRF model platform. Some testing of the satellite 
techniques were made with the WRF model.   

Chemical Transport Model: The chemical transport model used in the system was developed 
as a new modeling system by EPA but some of its structure evolved from earlier models. It has 
been extensively used by EPA and the research community an extensively and contains state-of-
the-science parameterization of atmospheric processes affecting transport, transformation, and 
deposition of ozone and other pollutants.  CMAQ incorporates outputs from MM5 and SMOKE 
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modeling systems and other data sources through special processors to create gridded emissions 
data.  Remotely-sensed input data include the National Land Cover Data (NLCD).  Large-scale 
meteorological data obtained from the National Centers for Environmental Prediction (NCEP) 
were used as lateral boundary conditions in MM5.  Data sets used by these models include: 
BELD3; traffic volume data from the Highway Performance Monitoring System (HPMS) of the 
U.S. DOT; and Continuous Emissions Monitoring (CEM) data for the Electric Generating Units 
(EGU) available from the U.S. EPA.  

  
Shortcomings of the baseline system  
The intent of this project was to improve the characterization of the physical atmosphere and 

the land surface in a coupled mesoscale/air quality model, with the ultimate goal of improving air 
quality simulations used in the SIP modeling process.   One of the major sources of error in the 
SIP simulation system is the model prediction of clouds including their position in time and 
space and their radiative characteristics (McNider et al 1995). The erroneous position of clouds 
impacts surface insolation which in turn impacts temperatures and mixing heights. Clouds also 
have a major impact on photochemical reaction rates.  

A second major source of error in SIP simulations is the proper specification of surface 
moisture, surface heat capacity and surface albedo. These parameters impact the rate at which the 
surface warms and cools. Surface albedo (surface reflection) impacts the amount of sun’s energy 
which is available to heat the surface. Surface moisture largely controls the rate at which the land 
surface heats up in the morning (Wetzel 1984). The grid scale heat capacity controls the rate at 
which the surface loses heat at night (Carlson 1986).  None of these parameters is directly 
observable from surface information. Initial guesses of these parameters are based on 
climatology and values associated with land classification schemes.  However, errors in their 
specification can lead to errors in surface temperature which in turn impact mixed layer heights, 
winds and chemical kinetic rates.  

With respect to the land surface properties that were assimilated in this project, both surface 
albedo and heat capacity are typically (and in the baseline model configuration) specified as 
functions of LULC type.  This practice obviously introduces errors as it does not take into 
account vegetation state or phenology, soil moisture, or the actual mix of land cover types within 
a model grid cell.  While specification of heat capacity is relatively straightforward for single 
composition objects such as water, stone, concrete etc., the specification of heat capacity on a 4 
km or 12 km grid where the surface is composed of everything from buildings and paved areas to 
grass, trees and small bodies of water is extremely difficult. This is especially true in the highly 
heterogeneous urban and suburban environments.  

A major factor in air quality modeling is the accurate simulation of photodissociation 
reaction rates (or photolysis rates) for chemical species in the atmosphere (Pour-Biazar et al. 
2007).  These rates depend on the solar radiation flux profiles and the properties of the molecule 
undergoing photodissociation.  Since clouds significantly alter the solar radiation in the 
wavelengths affecting photolysis rates, they have major impacts on photochemistry.  Thus, any 
errors in predicting cloud amount and optical depth seriously diminish the skill with which a 
photochemical model can predict generation of air pollutants.  Many previous studies (Collins et 
al. 2000; Liao et al. 1999; Jacobson 1998; Dickerson et al. 1997) have shown that clouds 
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substantially modify the photolysis rate via absorption and attenuation of incoming solar 
radiation.   

CMAQ uses a two-step approach for calculating photolysis rates, similar to that used in the 
Regional Acid Deposition Model (RADM; Chang et al. 1987).  In short, the first step, performed 
in pre-processing, uses a radiative transfer model to calculate clear-sky photolysis rates, and then 
these rates are corrected bases on simulated cloud cover for each grid cell and time step.  There 
are two major concerns with this approach as far as cloud correction is concerned (Pour-Biazar et 
al. 2007). First, estimation of cloud transmissivity in models is highly parameterized and, 
therefore, introduces a large uncertainty.  Second and most important, the cloud information is 
provided to the air quality model by the mesoscale atmospheric model, which has difficulty with 
the spatial and temporal placement of clouds.  

 

IV. Enhancements to System 
 

GOES surface albedo and insolation 
The ground surface albedo and insolation are critical parameters in the surface energy 

budget, which controls fluxes, temperature and boundary layer characteristics. Under this activity 
satellite measures of albedo and insolation are used instead of standard model values. The 
Infrared Measurement and Processing Group (hereinafter IR Group) at the National Space 
Science and Technology Center (NSSTC) performed the satellite retrievals for this study. 
Currently, the IR group uses GOES Product Generation System (GPGS) to provide routine real-
time retrievals of skin temperature, total precipitable water, cloud top pressure, cloud albedo, 
surface albedo and surface insolation for the use of meteorological and air quality models 
(Haines et al., 2004).  

The algorithm used for the retrieval of surface albedo and insolation is an implementation of 
the methods of Gautier et al. (1980) and improvements thereof from Diak and Gautier (1983); 
details are given in Pour-Biazar et al. (2007).  The method uses the information from GOES 
Imager visible channel (.52-.72 μm) at 1-km resolution, and employs a clear and a cloudy 
atmosphere to explain the observed upwelling radiant energy.  The model applies the effects of 
Rayleigh scattering (Coulson 1959; Allen 1963), ozone absorption (Lacis and Hansen 1974), 
water vapor absorption (Paltridge 1973), cloud absorption, and cloud reflection.  Water vapor 
absorption is assumed to be negligible in the surface albedo calculations, but is accounted for 
when applying the total solar flux in the surface insolation calculation.  Total column water 
vapor was assumed to be 25 mm and adjusted for solar zenith angle.  Cloud absorption was 
assumed to be a constant 7% of the incident flux at the top of the cloud (Diak and Gautier 1983).  

The surface albedo is calculated using the clear-sky composite image.  For the current study, 
a 20-day composite centered on the case study period was used to generate the clear-sky 
composite image.  The composite represents the minimum albedo value for each pixel for a 
given hour of the day.  Assuming that for any given hour of the day (for the entire 20-day period) 
each pixel experiences clear skies at least once, the minimum value represents the clear-sky 
value for that pixel.  This formulation also assumes that the visible channel surface albedo does 
not vary significantly within the time period of the composite.  
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Surface insolation is calculated as the sum of solar radiation incident at the surface from both 
direct and diffuse sources and also includes the effect of attenuation by clouds.  For the clear-sky 
case, the incident short-wave radiation at the surface is the sum of 1) the incident solar flux that 
is attenuated by Rayleigh scattering, ozone and water vapor absorption, and 2) the surface 
reflected flux scattered back to the surface by Rayleigh scattering.  With known surface albedo 
and estimated absorption and scattering, the surface insolation is calculated directly. 

For the cloudy-sky case, the radiance observed by the satellite is assumed to be a function of 
the incident solar flux undergoing several processes.  The satellite-observed radiant energy is the 
sum of atmospheric backscatter, reflection of the incident solar flux from the cloud surface, 
backscatter within the cloud by Rayleigh scattering, and the surface reflection that reaches the 
satellite after attenuation.  Since the radiance at the satellite, the surface albedo and the scattering 
and absorption are known or estimated, the radiation formulation can then be solved for the 
cloud albedo.  In practice, the algorithm calculates a surface insolation using both the clear-sky 
and cloudy-sky formulations for a given scene.  If the cloudy-sky calculation is greater than or 
equal to the clear-sky value, then the clear-sky value is used and the scene is assumed clear.  This 
is consistent with the cloud albedo being near zero for clear-sky conditions.  Since the effect of 
cloud albedo dominates in the insolation calculation, uncertainties in cloud thickness have shown 
to produce only small effects on the surface insolation calculation.   

 

MODIS emissivity in model surface energy budget and in GOES Land Surface Temperatures  
In the surface energy budget of MM5 an outgoing radiation term appears. This longwave 

radiation term, LW↑, expresses the radiational loss of energy from the surface. It is represented 
by the Stefan-Boltzman equation, in which σ is the Stefan-Boltzman constant and ε is the surface 
emissivity: 

                                          LW↑ = εσTs
4 (1) 

In most models the emissivity is general assumed to be 1.0. In actuality, emissivity is a 
function of the land surface and can vary from 0.93 to 1.00. However, accurate values of 
emissivity of grid scale surfaces are hard to determine. 

The MODIS instruments on NASA’s Aqua and Terra satellites have spectral channels in the 
longwave infrared window region that are similar to those found on the instruments of the GOES 
satellites with resolutions similar to those planned for the Advanced Baseline Imager of the 
GOES-R series of satellites. One of the physical parameters produced by the EOS MODIS land 
surface team that could be useful in the surface energy budget specification is the surface 
emissivity.  Improved specification of surface emissivity would also improve the retrieval of a 
skin temperature from GOES radiances. It would also facilitate the use of GOES skin 
temperatures to evaluate model skin temperatures by enabling apples to apples comparison since 
common emissivity would be used in the model and GOES temperatures. 

Under this activity we examined whether MODIS emissivities can be used in the model and 
in GOES skin temperature retrievals.  

 

 

 



 14

GOES cloud properties for photolysis rates– cloud top pressure and broadband transmittance  
Cloud properties such as cloud top, cloud bottom and cloud transmittance are needed in 

calculating cloud impacts on photolysis rates. In this activity satellite cloud properties were used 
instead of model values.  Cloud albedo is a by-product of the insolation calculations above. Since 
the sum of cloud albedo (Ac), cloud absorption (ac), and cloud transmittance is unity, then the 
broadband cloud transmittance, trc, is calculated as: 

 trc = 1 – (Ac + ac) (2) 

The other needed vital information for the cloud correction is the cloud-top height. A cloud-top 
pressure was assigned to each cloudy pixel.  The GOES 11-μm window channel (of either the 
Imager or the Sounder) brightness temperature was used for this purpose.  Clouds were assumed 
to be uniform in coverage and height over the GOES pixel.  The brightness temperature for each 
cloudy pixel was referenced to the corresponding thermodynamic profile for the closest model 
grid.     

The cloud-top pressure assignment is similar to that developed by Fritz and Winston (1962) 
and applied by Jedlovec et al. (2000). Log-linear interpolation was used between model vertical 
pressure levels to assign a corresponding cloud-top pressure. 

The approach works well for opaque clouds where the cloud emissivity is close to unity and 
satellite-observed emission comes primarily from the cloud top.  Typical pressure assignment 
errors are on the order of 25–50 mb.  For non-opaque clouds such as thin cirrus, emission from 
below the clouds is detected by the satellite and cannot be separated from cloud emission without 
knowledge of the cloud emissivity. The bias would be greatest for low clouds.  For air quality 
applications, since the focus is on the boundary layer, the error in the cloud-top pressure for 
opaque clouds does not pose a significant problem.  Furthermore, in our technique the cloud-top 
height is only used for determination of the atmospheric layer in which photolysis rates are being 
interpolated, and does not impact the correction made to the photolysis rates within the boundary 
layer (as the transmittance is estimated directly from the satellite observations).  In addition, the 
determination of cloud top in the model is limited by the vertical resolution of the model, which 
usually is too coarse in the free troposphere. For non-opaque clouds, cloud transmissivity is large 
and therefore the modifications to photolysis rates are small and thus the impact of the error in 
the cloud top height is further reduced. For low transparent clouds with unrealistic cloud top 
pressure, we allow for a thin cloud above the cloud base (one model layer thick). 

 

GOES-derived surface moisture from land surface tendencies 
Early in the development of boundary layer mesoscale models (Deardorff 1978; Wetzel 

1978; McCumber and Pielke 1981; Zhang and Anthes 1982) and later in global scale models 
(Dickinson 1984; Sellers et al. 1986) it was recognized that the correct specification and 
partitioning of surface fluxes were critical to the accurate characterization of boundary layer 
behavior. In air quality simulations these boundary layer processes control mixing heights 
(impacting pollutant concentrations), temperatures (controlling thermal decomposition of PAN 
and other organic nitrates) and photolysis rates. As mentioned above surface moisture is not a 
standard observable. It depends on antecedent precipitation, soil water holding characteristics, 
and vegetative state which impacts evapotranspiration and can often change dramatically over 
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time and space due variation in these surface attributes.  Because of the importance of the surface 
energy budget and uncertainties in its implementation within models, we and other investigators 
have attempted to develop techniques to use satellite information to improve the fidelity of the 
land-surface models (Price 1982; Carlson et al. 1981; Wetzel et al. 1984; McNider et al. 1994; 
Gilles and Carlson 1995; McNider et al. 1995; Jiang and Islam 1999).   

A prognostic equation for the surface skin temperature, based on the surface energy budget, 
can be written in the following form (Wetzel 1984; Pielke et al. 1991; Smirnova 1997), 

                                 ( ) EGHR
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where dT dtG  is the rate of change of the LST, Cb the surface heat capacity, RN  is the net 
radiation (including incident shortwave, incoming atmospheric longwave, and outgoing 
longwave), H is the sensible heat flux, G is the soil heat flux, and E is the latent heat flux.  

In the application of such an energy budget in a regional model, either separate budgets must 
be developed for vegetative canopies (perhaps further decomposed into deep rooted and shallow 
rooted vegetation), bare soil and standing water (McCumber and Pielke 1981; Smirnova 1997). 
Or, a composite surface must be formed which reflects the aggregate effects of these distinct 
components (Wetzel et al. 1984).  Under the present activity we employed a simple composite 
surface because it allows analytical inversion to retrieve surface moisture and heat capacity. 
Additionally, the use of a single composite surface allows the natural averaging of the IR pixel to 
characterize the surface. 

McNider et al. (1994), hereafter McN94, described a procedure that takes a practical 
approach towards assimilating LST by recognizing that adjustments in this parameter must be 
consistent with other components of the surface energy budget.  The technique requires the use 
of GOES derived IR LST tendencies and GOES derived net solar radiation over the time period 
of interest.  It is based upon adjusting the model’s bulk moisture availability so that the model’s 
rate of change of LST agrees more closely with that observed from the satellite. Therefore, the 
simulated latent heat flux, which is highly correlated with surface moisture availability during 
this time period, is adjusted based upon differences between the modeled and satellite-derived 
LST tendencies. 

Following McN94, we first define the surface energy budgets for the model and satellite as in 
(1) by assigning subscripts m and s to all terms, respectively.  Since we are now considering a 
composite surface representing the characteristics of vegetation, soil etc. rather than bare soil, 

bC  is no longer simply a heat capacity.  It is more like a combination of heat capacity and 
thermal transfer and as a result represents a resistance to forcing (see McNider et al., 2005).  
Next, we invoke the critical assumption that all of the terms in the model’s surface energy budget 
are the same as for the actual energy budget observed by the satellite except for the latent energy 
term, E .  This is consistent with the ideas discussed above that we know the least about 
evapotranspiration and that in the mid-morning the energy budget is most sensitive to moisture 
availability (Wetzel et al., 1984). With this assumption we take the difference of the surface 
energy budgets for the model and satellite to obtain: 

 

(3) 
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where ( )dT dtG s
is calculated from hourly GOES-derived LST products retrieved at model 

grid points. 
The way in which the moisture flux is adjusted within the model is dependent upon the flux 

formulation used.  In McN94, the surface specific humidity was analytically recovered from 
similarity theory using this satellite-inferred evapotranspiration ( Es ).  In MM5, surface specific 
humidity is not a prognostic variable.  Therefore, we adjust what is called the moisture 
availability parameter ( M ) which represents the fraction of possible evaporation for a saturated 
surface (equal to 1 over open water and 0 over a non-evaporating surface). The latent heat flux in 
the Blackadar boundary layer scheme in MM5 (Blackadar 1979; Zhang and Anthes 1982) is 
given by: 
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where ( )q Tsat g  is the saturation mixing ratio of the surface, qa  is the mixing ratio of the air 
immediately above the surface, k  is the von Karman constant, u*  is the frictional velocity, za  
the height of the lowest model layer, zl  the depth of the molecular layer, ka  is a background 
molecular diffusivity, and ϕh  is a non-dimensional stability parameter for heat and water vapor. 
To obtain the satellite-inferred moisture availability, we solve (5) for M  using the satellite-
inferred latent flux as derived from (4) and get the satellite inferred moisture availability 
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In addition to the recovery of moisture availability, the GOES derived net solar radiation is 
also assimilated into the model’s surface energy budget via direct insertion. 

This assimilation technique has been shown in case study tests and in a semi-operational 
environment to improve surface energy budget performance (Lapenta et al. 1999). Diak and 
Whipple (1995) also showed that LST tendencies from GOES could be used to estimate the 
partitioning of latent and sensible fluxes.  

Figure 2 shows a schematic of how the model tendencies are adjusted in the morning time 
frame. This technique was used in the baseline simulations given below to determine any 
improvement to surface temperature predictions by adjusting the surface moisture availability   

 

GOES-derived heat capacity from LST  
Wetzel (1984) and Carlson (1986) showed in sensitivity studies that LST tendencies were 

most sensitive to surface moisture in the mid-morning time frame, but were most sensitive to 

(5) 

(6) 

(4) 
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thermal inertia during the evening. In this project we utilized the approach taken by McNider et 
al. (2005), in which the evening LST tendencies are used to recover the surface heat capacity.   

Consider that the model bulk heat capacity (Cbm) may be different from what can be retrieved 
from satellite observations (Cbs).   This means that use of Cbs in the surface energy budget 
(equation 3) will yield the observed skin temperature tendency.  We assume that the moisture 
availability has been correctly specified (or surface evaporation is negligible late in the day when 
plant stomata have closed), and there is negligible difference in net radiation, sensible, latent, and 
soil heat fluxes.  Then we can subtract the model and satellite energy budget equations and solve 
for Cbs to get: 

  

The initial value for the model Cbm would be determined in the normal fashion via a simple 
lookup table. The new Cbs would be subsequently used as the model value.  

The retrieval was tested in a case study mode and reported in McNider et al 2005. Figure 3 
from that study shows the evening temperature tendencies in the MM5 using the default land use 

scheme -
m

G

dt
dT

⎟
⎠
⎞

⎜
⎝
⎛ and the corresponding evening tendencies as observed by GOES - 
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can be seen there is considerable differences in the rate at which the land loses energy. Over 
agricultural land declines are steep (e.g. along the Delta region of Mississippi).  The rate of 
change is much less over heavily vegetated surfaces or water. The altered or retrieved heat 
capacities are given in the figure compared to the default land use classification values. 

In the baseline studies given below this methodology was incorporated to determine if 
temperature predictions could be improved over the baseline simulations.  

 

  V. Evaluation Phase  
Enhancements were made to the DMS in two categories – modeled surface properties and 

cloud properties in MM5, the cloud properties were also used in the CMAQ model to calculate 
photolysis rates.  For successful integration into the modeling system, data obtained from remote 
sensing or other platforms must meet a set of requirements related to spatial, temporal and 
accuracy characteristics of the data.  These requirements are dictated primarily by the 
configuration of the modeling system.  Because assimilation in this study was performed on the 4 
km grids, a requirement for all data being assimilated was that they be available at 4 km or finer 
grid spacing.   

Surface albedo exhibits a diurnal pattern but only small day-to-day variations.  Albedo of a 
vegetated surface changes slowly due to the phenology, density and water stress of the canopy.  
If vegetation coverage is not complete, increases in soil moisture cause decreases in surface 
albedo. Based on these characteristics, the temporal requirement for albedo data is monthly 
representations of the diurnal albedo pattern.  The accuracy requirement for albedo is ± 0.05.   
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Surface insolation varies continuously due to changes in the solar zenith angle, cloud cover 
and atmospheric attenuation.  Thus, hourly estimates of insolation with an accuracy of ± 50 
W/m2 are required in the modeling system.  A further requirement is that spatial and temporal 
variations in surface insolation are consistent with the corresponding variations in surface 
albedo.  

Heat capacity of a mixed vegetation/soil surface is an effective value representing the 
contributions of the various elements.  It depends on the amount and type of vegetation, soil 
type, and soil moisture.  Temporal changes are generally slow, reflecting vegetation growth and 
senescence.  However, large changes in soil moisture will cause correspondingly large changes 
in heat capacity.  The most rapid changes in soil moisture are due to heavy rainfall.  Thus, the 
required temporal resolution of heat capacity estimates is once per day.  The heat capacity of the 
slab is actually a model heuristic and is not a direct physical variable. Since it acts in changing 
the slope in both morning and evening times, relative errors of more than 10% can negatively 
impact the retrieval of moisture or impact temperature predictions. Thus, the required relative 
accuracy of heat capacity is approximately 10%.  

Cloud-top pressure, temperature and albedo are needed on an hourly basis, based on the time 
constant of clouds.  Estimates are needed with the following accuracies:  ± 50 mb for pressure, 
±5 K for temperature and ±0.05 for albedo. 

 

VI. Validation and Verification Phase 
 

The satellite based methods described above to improve specification of surface moisture 
appear to directly address issues that SIP modelers have had in the past with uncertain 
specification of surface moisture. As an example, in past air quality studies surface moisture 
availability has been used as a tuning factor to improve model predictions of boundary layer 
heights. However, such adjustments are often made over the entire model domain based on one 
or two point measurements of boundary layer height or limited numbers of surface temperature. 
The satellite skin temperature data at a horizontal resolution of order 4 km data appears to be an 
objective way of making the moisture adjustment using much more spatial information than has 
been available to SIP modelers in the past. The description and testing of the techniques have 
appeared in the literature (McNider et al. 1994, McNider 1998, McNider et al. 2005) and tested 
in several settings.  

As indicated above the meteorological model’s inability to place clouds at the right place and 
time as often been the weakest point in the modeling system. Yet, clouds through their impact on 
temperatures, mixed layer heights and photolysis rates directly impact air pollution precursor 
concentrations and photochemical production.  While satellites have had limited success in being 
able to provide direct measures of air pollutants, satellites provide an excellent depiction of cloud 
location and radiative properties.  Thus, the use of satellite derived clouds in place of model 
clouds has the potential to greatly increase the realism of SIP modeling events. These techniques 
have also appeared in the literature (McNider et al. 1995, McNider et al. 1998 and Pour-Biazar 
2007).  

The benchmarking studies discussed below make a natural transition from the research 
activities to application in real air quality simulations.  
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  VII.   Benchmarking Phase  
 

In this benchmarking section we will compare the DMS in its baseline mode without satellite 
data enhancements with DMS simulations including the enhancements. These benchmarking 
cases were run in conjunction with EPA NERL. In some cases we will provide simple depictions 
with and without the satellite data. In others we will compare the results of the DMS with and 
without satellite data to observations. In some cases the figures denoted control (CNTRL) 
represent the baseline case without satellite data. The DMS results with satellite enhancements 
are referred to as “satellite” or “with satellite” or “Assimilation” 

Two main simulations periods were studied. The first was for the TEXAQS2000 data period 
from August 23 through September 1, 2000, which coincides with Texas Air Quality Study 
2000. A second period was July 1 –September 30, 2006.  

Modeling simulations were conducted on a base 36-km resolution grid that spans over the 
continental U.S.  A Lambert Conformal map projection with origin at 40N and 97W and true 
latitudes at 33N and 45N were employed.  The grid has 164 cells in the east-west and 128 cells in 
the north-south direction.  Nested grids of 12 km and 4 km were used in the simulations. The top 
of the modeling grid has been fixed at 50 mb.  It has 39 vertical layers of varying thickness.  To 
avoid artificial numerical mixing near the top of the model, vertical layers are adjusted near the 
tropopause by increasing the number of layers in the upper troposphere/lower stratosphere.  This 
is important as the ozone vertical gradient is the highest at the tropopause.   

 

2000 Simulation Period: The 2000 study period coincided with the TEXAQS2000 intensive 
field study period so that the 2000 period is sometimes referred to as TEXAQS2000. The control 
MM5 simulations were performed for four domains from 108-km grid spacing that covered the 
entire continental United States, to 4-km grid spacing that covered Houston/Galveston Bay area 
with a ratio of 1/3 nesting (Figure 4).  The model extended to 43 layers vertically from surface to 
a height of about 20-km (top pressure of 50 mb).  The model was configured to use FDDA 
gridded nudging, no observational nudging, Dudhia simple ice moisture scheme using look-up 
tables for moist physics, Grell convective parameterization for all domains except 4 km in which 
no cumulus parameterization was used, Medium Range Forecast (MRF) PBL scheme, RRTM 
radiation scheme, shallow convection scheme, and 5-layer soil model.  Grell cumulus 
parameterization has proven to be useful for smaller grid sizes (10-30 km).  It tends to allow a 
balance between resolved scale rainfall and convective rainfall (Grell et al. 1991; Grell et al. 
1994.)  

For moisture availability adjustments the assimilation period is between 7:00 and 9:30 AM 
local time.  Satellite retrieved insolation is assimilated for the entire daytime period.  For the heat 
capacity adjustment satellite skin temperature retrievals from 15:00 to 18:00 local time was used. 

 

2006 Simulation Period: Modeling simulations were conducted using MM5 version 3.7.  Data 
processing was performed in six-day segments beginning July 1 and ending October 3rd.  The 



 20

NCEP Eta-based 4-D Data Assimilation System (EDAS) analyses were utilized for these 
simulations (Eta is one of NCEP's mesoscale numerical weather prediction models and the name 
"Eta" derives from the model's vertical coordinate known as the "eta" or "step-mountain" 
coordinate).  The NCEP ETA gridded analyses data were first processed through the program 
PREGRID and mapped onto the 36-km domain via the REGRIDDER.  Surface, ship and upper 
air data are incorporated within the analyses fields with the help of the program LITTLE_R.  
Finally, INTERPF is used to interpolate pressure level fields generated by LITTLE_R onto MM5 
sigma coordinates.  

MM5 model configuration, presented in Table 1, for the 2000 case and Table 2 for the 2006 
study was determined through past experience and through a brief literature review (Brewer et al. 
2007; Kemball et al. 2005) of recent modeling projects that have been undertaken in support of 
air quality management activities. 

 
Table 1. MM5 configuration for the 2000 modeling period. 
 

Physics options  

Nesting Type One-way 
Numerical Time Step 150 sec for 108-km to 10 sec for  

4-km domain 
Cumulus parameterization Grell 
PBL scheme MRF 
Microphysics Dudhia simple ice 
Radiation scheme RRTM scheme 
Land Surface scheme 5-layer soil model 
Shallow Convection yes 
Observation nudging None 
3-D Grid analysis nudging Yes 
3-D Grid analysis nudging time interval 3-hour 
3-D Grid analysis nudging co-efficient GU=2.5x10-4, GV=2.5x10-4, 

GT=2.5x10-4, GQ=1.0x10-5 
Surface Analysis nudging No 
Surface Analysis nudging time interval 3-hour 

 
 

Table 2. MM5 configuration for the 2006 modeling period. 

Physics options  

Nesting Type One-way 
Numerical Time Step 90 sec 
Cumulus parameterization Grell 
PBL scheme MRF 
Microphysics Reisner 1 
Radiation scheme RRTM scheme 
Land Surface scheme Noah-LSM 
Shallow Convection yes 
Observation nudging None 
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3-D Grid analysis nudging Yes 
3-D Grid analysis nudging time interval 3-hour 
3-D Grid analysis nudging co-efficient GU=2.5x10-4, GV=2.5x10-4, 

GT=2.5x10-4, GQ=1.0x10-5 
Surface Analysis nudging Yes 
Surface Analysis nudging time interval 3-hour 
Surface Analysis nudging co-efficient GU=2.5x10-4, GV=2.5x10-4 

 
 

Role of satellite albedo  
 
Figure 5 shows the difference in surface albedo using the standard land use classification 

methods and that from the satellite. While the land use classifications capture the broad features 
of the variation in surface albedo (in part because they include satellite inputs) they cannot 
capture the dynamics of plant phenological changes over the growing season and other short-
term changes in surfaces such as tilling of land.  

The surface albedo has two roles in the DMS. First, the surface albedo impacts the surface 
energy budget and ultimately temperature and mixing heights. It also impacts photochemistry 
since reflected visible light can greatly enhance photolysis rates over light surfaces. Since we 
jointly included the surface albedo with surface insolation we cannot distinguish in these 
baseline runs the impact of albedo alone.  

 
Role of surface insolation 

Surface insolation is the major driver of surface heat fluxes and directly impacts 
temperatures. It also ultimately impacts boundary layer heights and mesoscale circulations such 
as sea breezes. Figure 6 shows the difference in insolation for the 2000 benchmark period 
between the default insolation as computed in MM5 using model clouds and the insolation 
derived from the satellite. Note particularly the north-south oriented heavy cloud over East 
Texas. The satellite shows a much weaker cloud system to the west and elongated more in a SW-
NE orientation. Such differences in cloud cover can make significant differences in temperature. 
The two bottom panels of figure 7 (discussed in the next section) show how the erroneous clouds 
impact surface temperatures.  

 
Impact of satellite retrieved surface moisture 

During the TEXAQS2000 period, Texas modeling efforts carried out by Texas A&M showed 
that the default MM5 system drastically under-predicted surface temperatures. Thus, a manual 
adjustment was made to decrease moisture across the Texas domain. This then makes an 
interesting case to see whether the satellite technique of using skin temperature tendencies can 
correct the moisture in a spatially accurate manner. The baseline DMS (the MM5) was run in a 
standard mode using the moisture in the standard land use classifications. Figure 7 (upper left 
panel) shows the default moisture values used in the benchmark or control run without use of the 
satellite data. The upper right panel show the surface moisture availability retrieved from the 
satellite technique. As can be seen the surface is much drier and is consistent with the manual 
adjustment made by Texas A&M.  
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As mentioned above the available surface moisture is critical to how fast temperatures rise in 
the morning. Figure 8 shows the impact on afternoon temperatures of drying the surface based on 
the satellite retrieved moisture. The upper left panel shows GOES satellite observed skin 
temperatures at 16:00 local time. The lower right panel shows the model predicted ground 
temperatures using the model default land use class climatological values of surface moisture. As 
can be seen the temperatures are much cooler than those observed. The lower left panel shows 
the model ground temperatures using the satellite derived moisture fields. As can be seen the 
ground temperatures are much closer to the satellite observed skin temperatures.    

 
Inferring grid scale heat capacity from satellite 

As mentioned above the surface heat capacity acts as a resistance to warming or cooling. 
While important, there are really no good methods for determining a priori the appropriate grid 
scale heat capacity. In the 2000 study period evening skin temperature tendencies as decribed 
above were used to infer a grid scale heat capacity. Figure 9 compares the satellite derived heat 
capacity with the benchmark or control heat capacity. On the broader scale it shows that smaller 
values of the slab heat capacity are associated with agriculture lands and prairies. Larger values 
are associated with more heavily vegetated areas.  Moisture also plays a role. In the Texas area 
extremely dry conditions decreased the heat capacity values. Also, heavy rainfall in the upper 
mid-west increased the grid heat capacity.  

Figure 10 shows the time evolution of the domain average value of surface moisture and heat 
capacity. Notice for both moisture and heat capacity that much of the adjustment occurs in the 
first few days as the number of grid points that are adjusted increases. Note also the relationship 
between moisture and heat capacity. While the satellite techniques for retrieving heat capacity 
and surface moisture are independent, the results indicate that the expected relationship of small 
heat capacities for drier conditions holds.  

 
Satellite skin temperature data as a model evaluation tool 

While the main thrust of this application activity was to provide satellite data to improve SIP 
modeling, we also used satellite skin temperatures as another technique to evaluate models. 
Standard National Weather Service stations are too widely separated to define temperature 
variations that can impact air quality on the mesoscale and the urban scale. However, satellite 
skin temperatures from GOES and MODIS provide a rich source of high resolution temperatures 
to evaluate models especially at small scales. In general, all models such as MM5 or WRF have a 
radiating temperature. Thus, the comparison of model radiating temperature and satellite skin 
temperature should be equivalent parameters (see caveat on this in the lessons learned section). 
Figure 11 shows an example of use of the spatial maps of model satellite temperature compared 
to model radiating ground temperature.  

Figure 12 provides another depiction of model skill in that it compares paired in space and 
time scatter plots of the model radiating ground temperature and satellite skin temperature. Note 
that as the spatial resolution is increased that model performance substantially degrades. This is 
because the parameters that control surface temperatures such as moisture and heat capacity are 
highly uncertain. At large scales the inherent averaging of many land use types makes the 
average values of these parameters fairly good representation of the surface. However, as one 
moves to higher resolution then exact, spatially-paired values of these parameters are needed for 
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good temperature predictions. The satellite retrievals of these two key parameters are important 
for good model performance at high resolution. This is one of the most important benchmark 
comparisons under this study. 

 

Impact of satellite assimilation on 2 m air temperature 
While the comparison of model data to satellite data is a powerful evaluation tool, the 

traditional method of SIP model performance has been made by comparison with NWS standard 
observing network which nominally is a temperature measured 2 meters above the ground.  
Under the 2000 benchmarking period model predicted 2 meter air temperatures were compared 
to NWS observed temperatures. Figure 13 shows the comparison of model domain net bias as 
different levels of assimilation are included. Inclusion of all satellite information reduces the 
domain level bias. Figure 14 shows the spatial depiction of this mean bias and the root mean 
square error for the case with and without inclusion of the satellite data. By both measures the 
satellite data improves the simulation. 

 
Impact of satellite data on boundary layer heights 

The planetary boundary layer height or mixing height (in air quality terms) is a critical 
parameter that controls the entrainment of clean air and thus dilutes pollutant concentrations. The 
growth of the boundary layer is strongly dependent on the surface heat flux. As mentioned above 
the turbulent fluxes are critically dependent on the surface temperature which in turn is 
dependent on the insolation, moisture and heat capacity.  These are the parameters targeted for 
improvement by the satellite information.  Measures of boundary layer height are not a normal 
observable since standard rawinsondes occur too early or too late to capture maximum mixing 
heights during the day. During TEXAQS2000, special aircraft measurements were made which 
provided spatial variation on mixed layer height by the NOAA P3 aircraft. Figure 15 shows a 
comparison of planetary boundary layer heights for model simulations with and without the 
satellite data. It shows that the model simulation with the satellite data produced boundary layer 
heights in better agreement with observations from aircraft. Additionally, the model captured the 
spatial variation better in boundary layer heights. 

 
Impact of satellite photolysis fields on ozone production 

As mentioned above photolysis values are a first order parameter in photochemistry models. 
The techniques described above for using satellite cloud information to adjust photolysis rates 
were incorporated into the benchmark simulations for the 2000 period. Figure 16 shows the 
difference between ground level ozone for the cases with and without the satellite cloud 
adjustments. Baseline runs under this activity showed that incorporating the satellite data 
improved the photolysis rates and changed ozone levels in the model by up to 70 ppb at some 
points in the domain. The top panel shows substantial spatial differences between the cases with 
and without satellite adjustments. The lower panel shows that the satellite data improves ozone 
prediction compared to time series of observations.  

When ozone levels exceed air quality standards, states must adopt emission reductions to 
lower levels based on models. It may cost industry and the public billions to reduce ozone levels 
by 20-30 ppb. Thus, the differences in modeled ozone levels (70 ppb) due to the satellite 
photolysis technique are huge relative to reductions needed. Both EPA and Texas recognized that 
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improving the photolysis rates were critical to confidence in the models. For example if 
photolysis rates are too low then emission reductions will be less effective causing over-control 
of industry at significant costs. Alternatively, photolysis rates which are too high may over-
estimate the impact of emission reductions leading to a failure of regulations to meet air quality 
standards. Confidence in models is critical for industry to accept the regulations without 
challenge. 

 
Impact of MODIS emissivity in the surface energy budget 

While the techniques described above had been tested in a research setting, the use of 
MODIS emissivity was new under this activity. Tests of the MODIS emissivity products were 
made both in the model and in the GOES LST retrievals (see Suggs et al. 2000). Based on the 
results in Suggs et al. 2000 there was some uncertainty in the use of the spectral emissivities in 
the broad band application in the model. Nevertheless, MODIS emssivities based on two 
channels were tested in the model. There were no significant differences found. There was also 
concern that there were problems with the MODIS emissivities for use in LST retrievals. Suggs 
et al. 2000 showed that use of MODIS level 3 emissivities in the GOES retrievals actually 
caused more differences between MODIS LST retrievals and GOES and GOES retievals. This 
was unexpected. There were concerns about whether differences in MODIS channel emissivities 
were real. Because of these concerns and the fact that use of the MODIS emissivities might 
degrade GOES LST retrievals and uncertainty in the use of these products in the surface energy 
budget, this activity was terminated. It may be useful for future study.  

 
Insolation impact during the 2006 modeling period 

In addition to the 2000 period the satellite techniques were tested for a longer period July 1-
September 30, 2006. This was also the first test of the albedo and insolation technique in the 
WRF model. We simulated a case of Aug. 6-10, 2006 using the WRF model with and without 
GOES data assimilation. Figure 17 shows the shortwave radiation plots with and without the 
GOES data at 19GMT on Aug. 9, 2006. Figure 17 (lower panel) shows the differences of the 
shortwave radiation with and without GOES data assimilation at the same time. Even though the 
color schemes are slightly different, it is noticeable that the biggest differences of the surface 
shortwave radiation flux occurred at the area surrounding the mouth of Mississippi River and 
Gulf of Mexico and where Indiana, Ohio, and Kentucky meet.  Note the differences are large and 
can make large differences in surface temperature. In comparison to NWS analyses the 
shortwave radiation reaching the ground in the WRF simulation with GOES data assimilation 
shows much better agreement with observations. Note that there are some discontinuities in the 
solar insolation field due to missing data in GOES observations in the northern portion of the 
domain. To overcome this we can cut the missing data region while running MCIP so CMAQ 
simulations are not affected. 
 

VIII. Transition of Products to the User Community 
 

SIP modeling is carried out by state and local governments some times in collaboration with 
the U.S. EPA and private consultants. Because of the results from the benchmark studies and 
positive feedback and use of the satellite data by Texas and consultants as part of this project we 
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are providing a system that serves the satellite data and tools to the broad U.S. air quality 
community. This has been done in association with Marshall Space Flight Center (MSFC) Earth 
Observing System (EOS) data center (the Global Hydrology Resource Center (GHRC, 
http://ghrc.msfc.nasa.gov). A site has been established to provide background information, data 
and tools to use the data within the CMAQ system. 

This site serves as a gateway for obtaining satellite data to be utilized in air quality modeling 
practices.  It specifically targets the needs of regulatory community by providing tools and 
documentation necessary for incorporating satellite data into EPA’s WRF/MM5/CMAQ air 
quality modeling system.  CMAQ is routinely used in the SIP modeling practices in which 
emission-reduction strategies are defined to reduce air pollution concentrations to levels that 
meet the NAAQS.   

The links from this page provide access to data products from GOES and from MODIS.  
GOES products comprise short wave radiation incident at the surface (insolation), surface 
albedo, skin temperature, cloud top albedo and pressure. Surface insolation and skin temperature 
are crucial in the boundary layer development (McNider et al. 1994, 1995, 2005), while clouds 
affect many aspects of transport and transformation of pollutants in the atmosphere including 
significantly altering the solar radiation in the wavelengths affecting the photolysis rates and 
thereby impacting the photochemistry considerably. The users of this site can also download the 
necessary tools and detailed documentation for the utilization of these data in CMAQ modeling 
system.  

One of the major achievements under this activity was that EPA has included the satellite 
albedo, solar insolation and photolysis adjustments in its formal release of the CMAQ system. 
The technique was incorporated into EPA’s CMAQ System and was  made part of EPA’s official 
release of the CMAQ version 4.7. Additionally, the State of Texas incorporated the  technique 
into their CAMX SIP model. 

 

IX.  Lessons Learned and Recommendations 
 

While we believe that the benchmarking was successful and showed the benefit of the 
satellite techniques, as part of this process we have found some things which may impact the 
utility and broad applicability of techniques. These are outlined below. 

 
Over-drying of the atmosphere using the satellite adjustment of surface moisture 

While the benchmarking studies showed that the adjustment of surface moisture and heat 
capacity improved the temperature performance of the MM5 both in comparison to satellite skin 
temperatures and NWS air temperatures, it was determined that the adjustment over-dried the 
atmosphere. Figure 18 shows comparisons of model and NWS specific humidity with and 
without satellite adjustments. It shows that the initial model control run was too moist with 
respect to observed dew points. The satellite adjustment did dry out the model and this was the 
source of the improvement in temperature performance. However, further study showed that the 
satellite technique over-dried the surface making the model specific humidity lower than 
observed.  The goal of the McNider et al. (1994) assimilation technique was to provide more 
realistic land surface forcing by adjusting the moisture availability within the latent heat flux 



 26

term of the surface energy budget.  Thus, the technique should theoretically improve the 
moisture specification not degrade it. In fact the original testing of the model in McNider et al. 
(19940 showed this to be the case. A concerted effort was made to determine what aspect or 
assumptions in the McNider et al. (1994) technique might be leading to this discrepancy. It has 
been determined that a discrepancy exists when implementing the technique within the 
framework of the MM5.  The root of this problem lies within a physical inconsistency in the 
formulation of surface temperature in the MM5 for which the ground temperature is used for all 
processes that require a near-surface temperature both for fluxes and radiation.   The ground 
temperature was used as the radiating temperature. Thus, initially it was felt that this was the 
appropriate temperature to be used in comparison to the satellite radiating skin temperature. 
However, it was determined that the finite heat capacity of the slab reduced its dynamic range in 
response to forcing. A correction was made to deduce a true skin temperature. The original 
McNider et al. (1994) formulation used a skin temperature but in the transition to MM5 used the 
ground temperature.  However, a second issue was found in that this true skin temperature 
cannot be used in the flux calculation rather an aerodynamic temperature is needed. The original 
McNider et al. (1994) formulation did calculate an aerodynamic temperature.  The importance of 
the consistent use of aerodynamic temperature is well studied within the boundary layer 
community but has not always been adhered to in the mesoscale model community as evidenced 
by developments within MM5.  The inconsistency typically only surfaces when an investigator 
attempts to use measurements of skin temperature or recover that temperature from a diagnostic 
surface energy budget (Sun and Mahrt 1995; Beljaars and Holtslag 1991).  

An investigation took place to make a first attempt to recover a model skin temperature 
within the MM5 framework for direct comparison with the information provided by the satellite 
retrievals and use of a correct aerodynamic temperature. This study and its testing are reported in 
Mackaro (2008). However, this solution was not timely enough to be retested in the benchmark 
setting. Tests in Mackaro (2008) and Mackaro et al. (2008) using a true skin temperature and 
aerodynamic temperature show that the new formulation can improve both the temperature and 
dew point performance.   

 
Issues with GOES sensor calibration 

As part of this activity, a system that could deliver the tools and satellite data was developed. 
The satellite data is processed in real-time each day as part of the NASA Short-term Prediction 
Research and Transition Center (SPoRT) activity and the MSFC GHRC. This system appears to 
work well in building a long-term archive for use by the air quality community. However, as the 
project progressed we found that degradation in the on-board visible sensor was causing 
retrieved products such as surface albedo to also become degraded. While we were able make 
adjustments in the data for the 2000 benchmark period by reprocessing the data, it means that 
data for other periods remains uncorrected especially data under the new GOES 12. We are 
exploring options for correcting the data which will not require full reprocessing. This may be in 
the form of an additional utility that will operate in conjunction with regridding software to make 
the sensor adjustments. However, resources for developing this tool have not been identified. 
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Figure 1. Example schematic of how satellite data are used to replace cloud model 
variables needed to make cloud adjustments to photolysis rates in the CMAQ system. 
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Figure 2. Example schematic of how satellite skin temperature tendencies are used to 
adjust soil moisture. Based on the difference in tendencies between the model and 
satellite during the morning period the surface moisture is adjusted using equation (6). 
Note that satellite temperatures are not directly assimilated but are used to adjust 
moisture.  
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Figure 3. Upper left: evening skin temperature tendency from the model using MM5 
standard heat capacity values. Upper right: evening skin temperature tendencies 
observed by GOES. Lower left: default heat capacity values in the land use table used 
in MM5 for the 25 class USGS land use scheme. Lower right: derived heat capacity 
using equation (7) [from McNider et al. 2005]. 
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Figure 4.  Modeling domains for TexAQS2000 modeling episode. 
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Surface Albedo for 12-km Domain 

  

  

Figure 5. Example of use of satellite albedo during the 2000 benchmark period. Upper 
left: land use classifications which are normally used to specify land surface 
parameters such as albedo. Upper right: albedo based on the land use classes. Lower 
panels: 30 day satellite derived albedo at two different times. While land use class 
specification of albedo captures the broad aspects of albedo they cannot capture the 
dynamic changes due to plant phenology.  
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Figure 6. Comparison of surface insolation where model clouds impact insolation 
values (upper left -control) with satellite derived insolation values (lower right – 
assimilation).  
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Figure 7. Left: climatological moisture values from the land use classifications used in 
the baseline run. Right: retrieved surface moisture using the satellite skin tendencies to 
adjust the baseline moisture. 



 38

 
 
 
 
 
 
 

 

Figure 8. Illustration of the impact of surface moisture assimilation on skin temperature 
differences between the baseline case and the case with satellite assimilation. Upper left: 
satellite observed surface skin temperature. Upper right: retrieved surface moisture 
using equation (6). Bottom left: predicted ground surface temperatures using the satellite 
retrieved surface moisture. Bottom right: default benchmark temperatures without 
satellite data. 
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Figure 9. Comparison of grid scale heat capacity values using the MM5 baseline 
method of land use classes with the satellite derived values using equation (7). Upper 
left: values from the land use classes. Upper right: heat capacity values as retrieved 
from the satellite technique. 
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Figure 10. The evolution of surface moisture and grid scale heat capacity during the 
2000 benchmark period.  Left: time evolution of the satellite retrieved surface 
moisture average over the whole 12km domain. Right: corresponding change in grid 
scale heat capacity.  
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Satellite
Observation

Satellite 
AssimilationControl

Figure 11. Comparison of satellite skin temperatures and corresponding ground 
radiating temperatures in MM5 for a day during the 2000 experiment. Upper panel: 
16:00 GOES skin temperature. Lower panels: ground radiating temperature for both 
the control benchmark run and the case where satellite insolation, satellite albedo, 
satellite derived surface moisture and satellite derived heat capacity were used in the 
model run.  
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Figure 12.  Example of the use of satellite skin temperatures compared to model 
radiating ground temperatures as a model evaluation tool. Note that model 
performance without satellite assimilation degrades as finer resolution is employed.  
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Figure 13. Depiction of model bias as satellite data are added. The red line shows the 
control experiment without satellite data. Note in general daytime under-prediction of 
temperatures and nighttime over-prediction. Blue line gives bias after inclusion of 
satellite insolation, albedo and moisture adjustment is made. Increases in temperature 
change bias to positive (over-prediction).. Inclusion of heat capacity reduces the net 
bias. 
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Figure 14. Depiction of spatial model performance compared to NWA 2m air 
temperatures with and without satellite data. Top: mean bias with satellite (right) and 
without satellite data (left). Lower panel: same for root mean square error.  
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Figure 15. Top: boundary layer height or mixed layer height observations by the 
NOAA P3 aircraft. Lower left: model predicted boundary layer heights for the case 
without satellite data. Lower right: model predicted boundary layer heights with the 
added satellite data. 
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Observed O3 vs Model Predictions
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Figure 16. Top: differences in ozone between two CMAQ runs with and without use 
of satellite derived photolysis fields. Note the maximum differences exceed 50 ppb. 
Bottom: time series of ozone prediction from the model vs. observations at an EPA 
monitoring site in South Mississippi.  
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Figure 17. Comparisons of surface insolation with and without satellite data in the 
WRF model. Upper left: insolation values using WRF generated clouds. Upper right: 
solar insolation in WRF using GOES insolation values. Lower panel:  differences in 
insolation values.   
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Figure 18. Comparison of model specific humidity show with NWS observed specific 
humidity (derived from dew point temperatures). The results show that the benchmark 
or control case (left panel) shows that the model is too moist. The case with the 
satellite adjustment (right panel) shows that the model has actually over-dried the 
atmosphere. 
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